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PANEL 1

CERTIFICATION OF MACHINE LEARNING 
FOR SAFETY CRITICAL APPLICATIONS:

PROBABLE, PLAUSIBLE OR IMPRACTICAL?
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Panel overview
Moderator: Claire Pagetti (ONERA/ENSHEEIT-IRIT/ANITI)

Panelists: 

Hugues Bonnin Senior Expert Continental Digital Service

Loïc Correnson Senior Expert CEA

Christophe Gabreau Airbus - Eurocae WG114 group leader

Franck Mamalet DEEL "certification of AI" mission co-animator

Guillaume Soudain EASA – Software Senior Expert

Agenda:

- Brief introduction of the panel and Toulouse ANITI project

- 30 min: short presentation by each panelist

- 30 min: questions from the assistance
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Toulouse eco-system
 ANITI (Artificial and Natural 

Intelligence Toulouse Institute)

https://aniti.univ-toulouse.fr

 One of the 3iA: Interdisciplinary
Institutes for AI

 +50 partners

PARIS

TOULOUSE

GRENOBLE

NICE

https://aniti.univ-toulouse.fr
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ANITI Ambition
Enable the use and the long-term 

development of AI in human critical 

sectors (transport…) and industry by 

addressing following key challenges

MODEL,

REASONING

DATA, 

LEARNING

Scalability

Adaptability

Explainability

ReliabilityFair Data

Hybrid approach mixing Model-based and 

Data-based IA is an efficient way to 

adress above challenges

Acceptability
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3 complementary pilars and a 
collaborative way-of working

How to get there ?

ONE TEAM

Industry - Academics

EDUCATION

Economic 
development

SCIENCE



Claire Pagetti – ERTS 2020 6/6

Panel overview
Moderator: Claire Pagetti (ONERA/ENSHEEIT-IRIT/ANITI)

Panelists: 

Hugues Bonnin Senior Expert Continental Digital Service

Loïc Correnson Senior Expert CEA

Christophe Gabreau Airbus - Eurocae WG114 group leader

Franck Mamalet DEEL "certification of AI" mission co-animator

Guillaume Soudain EASA – Software Senior Expert

Agenda:

- Brief introduction of the panel and Toulouse ANITI project

- 30 min: short presentation by each panelist

- 30 min: questions from the assistance



Claire Pagetti – ERTS 2020 7/6

Continental Digital Service
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CERTification unCERTainty
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ensuring safety by surrounding the ML model:
– Black box approach

– Exploring the unknowns, unknowns unknowns…

– Reducing the unknowns risky zones 

building the model with properties that promote 
the safety
– Explainability (?)

– Level of confidence

– “safe” cost function 

– Methodical dataset choice and build
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CEA List
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« TRUST

»will make the 

difference

(Quality, Safety, Reliability,
Ethic, Responsibility…)

AI CERTIFICATION, CEA activities cover the whole scope

Applications

Design, V&V 

Certification

Deployment

technologies 

HW/SW

Imagine new usages &
understand real needs

New tools
New process

Performance
Cost

Trust:
A top level strategy of CEA, validated by CEA’s Ministeries and 

leaded by CEA List on the basys of its DNA on digital trust
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A ROADMAP to provide a CHAIN OF TOOLS & TECHNOLOGIES
for Reasearch & Development of CERTIFIED AI 

Understand

Deploy

Certify

Modéliser & 
interpréter

2020 2023 2025

Certifcation
dynamique

Optimiser pour 
la perf

Modéliser & 
prédire

Building Usages

« Happy » AI 

users

Factory - IA

« Happy » AI 

developers

Optimiser pour la 
fiabilité

Validation 
formelle

Embedded vision
for mobility

Medical diagnosis

Control, Manufacturing Plannifcation

Safety eval process Embedded control

…

AI Safety Landscape

SAFETY & AI, WG

Trustworthy AI program



Christophe Gabreau (co-chair)
Christian Thurow (co-chair)

WG-114: Jan 2020 status



Standardization Path

time

Acceptable Means of 
Compliance

AMC/AC to 25.1309

Industry
Methods

& Processes

Standard
Document

{f} AI Certification
Standard

Document
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G
3

4

W
G

1
1

4

… …

…



STATEMENTS 
OF 

CONCERNS 
(SOC)

Taxonomy/ 
Classification 

of AI 
techniques

Classification 
of areas of 
concerns

Gap analysis 
from existing 

standards

Potential next 
steps

Aircraft 
Systems

Ground 
Operations & 

ATO

150 +

170 +

Merge in 
progress

Standardization Path

2020 

SOC

2023

Std Iss 1

Supervised ML

Offline learning

2025

Std Iss 2
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The project will provide industrial partners with
the artificial intelligence (AI) tools and
technological bricks that enable them to secure
and certify in a short time the development of
their critical systems integrating AI functions.

DEEL Project

Toulouse Montréal

26 
M€

5 
ans

6024
partners

Main topics:
• Explainability,
• Robustness,
• Fairness,
• Certificability,
• Privacy
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DEEL project

Fairness challenge objectives:
● removing bias from training (training data, unfair decisions)
● effects of the learning sample in the ML process use it to improve

training datasets
● collaborative training with separate and secret datasets

M. Serrurier, Jean-Michel Loubes, et E. Pauwels, « Fairness with Wasserstein Adversarial
Networks », 2019.
Risser, Vincenot,Couellan, Loubes, 2019 https://arxiv.org/abs/1908.05783

Deliverables:
● methodology, tools, metrics to measure bias
● algorithms to correct bias in models
● benchmark with industrial applications, 

Explicability challenge objectives:
● User concepts for explainability toolbox (industrial and 

certification level)
● Explainability of black box models
● Stability of models and interpretability
● Metrics

Deliverables:
● Methodology, tools, metrics for explanation
● Algorithms to explain black box models
● Turorials on industrial use cases

« Certification of AI » mission presented yesterday (paper We.1.B.3)

https://github.com/XAI-ANITI/ethik

https://arxiv.org/abs/1908.05783
https://github.com/XAI-ANITI/ethik
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26 & 27 MAI 

2020 TOULOUSE

www.mobilit.ai
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THANKS!
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An Agency of the European Union

EASA Artificial Intelligence 
Roadmap

ERTS - 30.01.2020

Guillaume Soudain – EASA Software Senior Expert
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AI Roadmap timeline

2019 2035
2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034

2022

First usable guidance

 for Level 2 AI/ML (human/

machine collaboration)

2021

First usable guidance

 for Level 1 AI/ML

(human assistance/

augmentation)

2025

First approvals

 of AI/ML

2019

First EASA AI/ML 

IPCs & applications

2030

Single-pilot 

CAT operations*

2035

Autonomous 

CAT operations*

2024

First usable guidance

 for Level 3 AI/ML

 (more autonomous machine)

Phase I: exploration and first guidance developement Phase II: AI/ML framework consolidation Phase III: pushing barriers

*For Large Aircrafts, based on roadmaps from major players

2026

Finalised guidance

 for Level 1 and 2 AI/ML
2028

Finalised guidance

 for Level 3 AI/ML

2029

Adapt to further 

innovation in AI

https://www.easa.europa.eu/document-library/general-publications/european-
plan-aviation-safety-2020-2024

https://www.easa.europa.eu/document-library/general-publications/european-plan-aviation-safety-2020-2024
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EASA trustworthy AI building-blocksEthical guidelines

AI Roadmap building blocks

EASA AI roadmap vision: 
Create a consistent and risk-based ‘AI trustworthiness’ framework 

in view of approving safety-critical AI/ML applications 
in any of the core domains of the Agency by the end of 2025. 


