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* The context, the workgroup,...

* About certification...

* New paradigm, new practices,...
 What we’ve done, how we did it...
 Some challenges...

* Future work
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DEEL core team: Al experts from

industry, researchers, young
engineers
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|L.!JJ White paper (Q1 2020)

M

Position paper
(exp. Q4 2021)

ISO/TC 22/SC 32/WG8 working
on ISO 21448 Road Vehicles —
Safety of the Intended
Functionality, aka SOTIF)

EUROCAE WG-114
SAE G-34
"Artificial Intelligence”

Identify issues to build critical
systems embedding ML components
Define research axes to address these
Issues

Al
\_/

Formalisation into processes,
recommandations, etc.

T
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|L.!JJ White paper (Q1 2020)
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ISO/TC 22/SC 32/WG8 working
on ISO 21448 Road Vehicles —
Safety of the Intended
Functionality, aka SOTIF)

EUROCAE WG-114
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"Artificial Intelligence”

Identify issues to build critical
systems embedding ML components
Define research axes to address these
Issues
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Formalisation into processes,
recommandations, etc.
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Certification QA D E — L

DEpendable & Explainable Learning

J An (informal) view of the “certification”

CERTIFICATION: The legal recognition that a product, service, organization or person complies with the applicable
requirements. Such certification comprises the activity of technically checking the product, service, organization or

person, and the formal recognition of compliance with the applicable requirements by issue of a certificate, license,
approval or other document as required by national laws and procedures.

= Ensure that a system does exactly what is it intended to do...
= Propose a set of shared, consensual recommendations in a given domain

ARPs, DO178, D0254
ISO 26262 ,,,,,,{: :i —
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Certification, aeronautics
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New computation paradigm, new problems... Qe D E L

Requirements %@

Determinism

Observability &@

Tracability

Decomposition %
@

Experience

etc

s

DEpendable & Explainable Learning

Requirements are sometimes difficult to specify...
iIncluding environmental conditions (what are the
“foreseeable operating conditions™?)

The behavior results from a learning process that is
statistical by nature (find correlations)

The role of data is crucial during the learning phase,
once the learning phase is completed. Effects of errors on
those data is much more complicated to trace to the
outputs...

Problems are solved “globally” (no decomposition,
traceability)...

Models are usually black boxes..

“Usual” V&V methods needs to be “adapted” to ML (if
possible), new methods need to be lnyente‘d

21



Approaches... Qe D E E L

DEpendable & Explainable Learning

O “Similarity analysis”
O “Backward analysis”

O Inductive approach: from faults to
failures

Q “[Quasi] Deductive approach”: high-
level properties

22




Approaches...

O “Similarity analysis”

Aren’t we already facing similar

situations?

Strong

dependancy to data Epistemic uncertainty

Databases Complex processors

(most systems?)

4 4

Managed in an ad-hoc manner
Data are "engineered"
Data don’t express the behaviour

Managed in an ad-hoc manner
Covered by V&V (integration tests)
"Models" are available

Service experience

(P STAE

e DE=L

DEpendable & Explainable Learning

Stochastic uncertainty

K_\Meunnmﬂl( Update (“Correct”)
1

P, = (I-K,H)P,

Kalman filtering

Conditions ate well-defined
Models are formal

23
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Applied to ACAS Xu

O “Backward analysis”

Considering a ML technique providing
a high-level confidence level, to which
class of problems can we apply it ?

Reluplex: An Efficient SMT Solver for Verifying —

Deep Neural Networks

Guy Katz, Clark Barrett, David Dill, Kyle Julian and Mykel Kochenderfer

Stanford University, USA

Property ¢5.

— Description: If vertical separation is large, the network will never advise a
strong turn.

— Tested on: Ny 9.

— Input constraints: 0 < p < 60760, —3.141592 < 0 < 3.141592, —3.141592 <
P < 3.141592, 100 < vown < 1200, 0 < viye < 1200.

— Desired output property: the scores for “strong right” and “strong left” are
never the minimal scores.

19 mai 2017
|
(CR
P —
Vown Vint | i 5
- -7 v
e - éﬂ 0
/’ -
, _ - Intruder ©
I _ i/ p %
i -7 \ g -5
| 1 O
\ 1 | |
* 4 -5 0 5 10 15
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« Ownship .’
~ -

g ~--- Downrange (kft)
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fotoser

O Inductive approach: from faults to
failures

nnnnnnnnnnnnnnnn

# connections, topdilR- ..

Activation func. (sigmoide: fil T
etc.)
hoice of framework (tensy
orch,..) and hardware
L, CPU,TPU,...) for lg

Recipe:

+ Take a « typical » process,

* Find where faults can be introduced (fault
models)

» Determine the effect of those faults on the
top-level function

» Determine the means to prevent, detect

and mitigate the effects of those faults

AEguEsy.

System
compliss with
the intended’

funchion

s

—— Has a positive impact

Engin=ering Y ML-related
choices ““Enginesring high-level properias Legend
e practicasichoices. properties T

25



Approaches... @sAe

d “[Quasi] Deductive approach”: high-
level properties

"Properties that, if possessed, could
have a positive impact on the
capability to certify the ML-based
system”

DE=L

DEpendable & Explainable Learning

26
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Specification
issues

Explicability Data quality Resilience _—

[ “[Quasi] Deductive approach”: high- — — — — — —" —
level properties | | — | | .. I—

Other Probabilistic
assessment

Verifiability Robustness

8 positive impact

Engineering reoommended 000 L S - R
- skl ek
choices Engineering
pracficesichoicas
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Specification
issues
Explicability Data quality Resilience — —
Verifiability Robustness Other. .. Probabilistic
assessment
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REQ 001:

The system shall ... ??7?
/ T

Table A-3 Verification of Outputs of Software Requirements Process
y A  —
a e

=

Specification
issues

1 |o|o|o £ | appicssiityby | o | cComerc ategory
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A TRRRN P
1 | sa1a | 631 nule|e|le|e
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Description nulo|ojole
High-level requirements bl
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£ \ requirements. 1
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accurate and consistg osane § | o SRR
[ [o]oo] [ |as[e]o]e
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Low-level requirements o[o] |EET== |wule|e|e . . .
comply with high-level ~ JToT T~ |us]o[ze ML used in situations where
requirements. © : . ; @@ Table A-5 Verification of Outputs of Software Coding & Integration Processes .
Low-level requirements 1< eI e — other teChnlq ues [and
are accurate and y/0B0E wulele e . ] Ffi :
o tont RSB A R human] have difficulties
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TR environmental conditions
Description flten ot | £24 . .
Source Codo e [o]o]o Jes]o]e] difficult to specify or
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REQ 001:
The system shall ... ??7?

Y Specification
REQ 002: issues
(x1,y1),(x2,y2),...(xn,yn)
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REQ 001:
The system shall ... ??7?

Y Specification
REQ 002: issues
(x1,y1),(x2,y2),...(xn,yn)

Product
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REQ 001:
The system shall ... ??7? -

Y Specification
REQ 002: issues
(x1,y1),(x2,y2),...(xn,yn)

%

:

ML inference
"machinery" (algorithms)

&

Classical design process "

Product
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REQ 001:
The system shall ... ??7?
REQ 002:
(x1,y1),(x2,y2),...(xn,yn)

Specification
issues

Lack of a continuous refinement
<D
I process

&

N

ML inference
"machinery" (algorithms)

Classical design process "

Product

Traceability to requirements is
hard to ensure
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REQ 001:
The system shall ... ??7?
REQ 002:
(x1,y1),(x2,y2),...(xn,yn)

Specification
issues

Lack of a continuous refinement
process

Traceability to requirements is
hard to ensure

Product
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REQ 001:
The system shall ... ??7?

REQ 002:
(x1,y1),(x2,y2),...(xn,yn) @

Data quality

N Need for a "Learning
assurance process”
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Explicability

What explanations?
For whom and for what purposes?
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. M
&

ot
y &
4

b

Explicability

Hypothetico-deductive
approach

What explanations?
For whom and for what purposes?

DOV Build model ‘ Build a solution ‘ IEIE\EEE s
hypotheses solution
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Challenges: focus on a few properties STAE D E = L

DEpendable & Explainable Learning

W

Explicability

The model is appropriate and is consistent.
It complies with the State of the Art.

What explanations?
For whom and for what purposes?

Validate

Obeerve! L 4 2o " suidmodel [ A Buidasouion [ 'mPlementthe
Collect data hypotheses solution
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Challenges: focus on a few properties STAE D E = L

DEpendable & Explainable Learning

Explicability

2?77

How to gain confidence on the
model built?

s

Observe / ‘ L ‘ e TeeEl ‘ 2 @ saiten ‘ Implement the
Collect data solution
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Challenges: focus on a few properties STAE D E = L

DEpendable & Explainable Learning

Can we prove an ML algorithm?

O Are existing formal methods
applicable to real-size
problems?

Verifiability

Can we test an ML algorithm?

How to gain confidence on the

O Where is the oracle? (see specification problem) model built?

O Is massive testing massive enough? How to
generate those tests... How can we demonstrate

compliance to the requirements?
O Equivalence classes?

O How to check innocuity?
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Challenges: focus on a few properties Qe D E - L

DEpendable & Explainable Learning

Resilience

How to ensure that the actual
conditions comply with the I?arning

conditions? —
o
& Can we apply
classical “system-
level” architectural
recipes?
How to diversify (and avoid How to monitor a ML system?

common causes)?
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Challenges: focus on a few properties Qe D E == L

DEpendable & Explainable Learning

O Learning is a statistical process

0 Some results about probabilistic assessment

Probabilistic
assessment

Vapnik and Chervonenkis

/ dimension

P(Errop < ETT¢rgin + 5) <1-—ewhereé = f(VC,N, 8)

\ Size of the datasetf
] 5 < Ve 10° for DNN
10° _ W —> 1015

out-of-sample error

Can werely on a
probabilistic
assessment of
dependability?

model complexity

Error

|-V S A, W
= @
=5 &
= £
3,
)
g
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Challenges: focus on a few properties

O Learning is a statistical process

0 Some results about probabilistic assessment

O The nature of uncertainty

Known
scenarios

Possible
scenarios

All scenarios

Safe scenarios

Unsafe scenarios

e DE=L

DEpendable & Explainable Learning

Probabilistic
assessment

Can werely on a
probabilistic
assessment of
dependability?
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Challenges: focus on a few properties Qe D E == L

DEpendable & Explainable Learning

O Learning is a statistical process

0 Some results about probabilistic assessment

O The nature of uncertainty

Probabilistic
assessment

Aleatoric Epistemic
uncertainty? uncertainty?

Can werely on a
probabilistic
assessment of
dependability?
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Challenges: focus on a few properties

O Learning is a statistical process
0 Some results about probabilistic assessment
O The nature of uncertainty

O The various interpretations of probabilities. ..
O Classical, frequentist, degree of belief?

Retatiliny Enginsering amd Sparemn Sefere 48 (1994) Inl - 160
i 19454 Elsevier Soience Limied
Printsd m Neniharn [relasd Al fghts rescrecd

a1/ ¢ T
FLEEYIER DO ] AR rET i

The meaning of probability in probabilistic
safety analysis

Stephen R. Watson
Judge Instinure aof Managemens Srudies, Universiny of Cambridge, Mill Lane, Cambridge, CH2 1RX. UK

(Received I3 Ociober 1995 accepted 17 Jamsary 19%4)
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A TOULOUSE —

DEpendable & Explainable Learning

Probabilistic
assessment

Can werely on a
probabilistic
assessment of
dependability?
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We are we now... qsmae D E L

DEpendable & Explainable Learning

Specification
issues
Explicability Data quality Resilience — s
Verifiability Robustness Other. .. Probabilistic
assessment
\ J

h 4
L!ﬂ White Paper
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And ware we going next? qore D E L

DEpendable & Explainable Learning

Specification
issues
4 On two use cases Explicability Data quality Resilience p— —
O ACAS Xu p— p— p— p— p— —_— —
4 Image processing app. TBD | | = | | .. =
Verifiability Robustness Other. .. Probabilistic
assessment
m l
Y
Provide L\!!JJ White Paper
evidences

V\\ Build and N
® formalize the L Position Paper
argument
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